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Network synchronisation history (1) 

-PSTN and PDH 

-Switches needed synchronisation in order to comply with slip 
generation specified in G.822 

-Switches used to be synchronised from G.812 clocks (1988) 

-Transport of synchronisation was done via 2 Mbit/s signals 
transported within the PDH hierarchy, quasi transparently 

-The quality of these networks is guaranted by the control of 
wander that allows not to over/underflow buffers. These 
buffers  were specified to allow 18 µs of wander without 
generation a slip 
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Network synchronisation history (2) 

-SDH 

 -With SDH, 2 Mbit/s signals transported via VC12 were not anymore 
suitable for network synchronisation due to the phase transients of 
VC12 pointer justification. 

 -STM-N was chosen and specified to transport network synchronisation.  

 -G.803 defines the hierarchical architecture of synchronisation network 
with clocks are defined in G.811, G.812 and G.813. 

 -The respect of these recommendations avoids desynchronisation and 
allows the control of jitter and wander , prevents pointer justification and 
consequent wander on PDH tributaries  

  

 SDH networks have proven over last the 10 years their ability to provide 
excellent synchronisation  network 
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Network synchronisation history (3) 

 -GSM, and later UMTS, generated new requirements for the 
synchronisation network. 

 Rather than Jitter and wander the frequency accuracy on the 
air ijnterface is the key requirement for synchronisation 
networks 

 -WDM systems have been introduced  
·Pre OTN point-to point WDM systems with proprietary implementation 

·OTN systems based on G.709 

-Packet networks have been introduced in metro and access 
networks 
·New equipments, MSPP, combine TDM and Ethernet interfaces 

·New standards specify the transport of TDM signals through packet networks 

·New methods and protocols are proposed to transport synchronisation through 
packet networks  
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SDH  
Mapping & PJE due to desynchronisation 
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SDH Network Synchronisation  
Synchronisation reference chain 

  

PRC SEC SEC SEC SSU SEC SEC SSU SEC SEC SSU 

Synchronisation direction 

1 2 1 1 m2 2 1 mn n m1 

Maximum numbers according to G.803: 

 

 - maximum number of SEC's between 2 SSUs:     m1, m2, ... mn+1   < 20 

 

 - maximum number of  SSU's in a chain:                     n    < 10  

 

 - maximum number of SEC's  in a chain:      60 

SEC SEC 

1 m n+1 

This reference chain has been specified in order to maintain jitter and wander within  

acceptable limits, as specified in G.825 
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SEC (SDH Equipment Clock) and SSU 
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T3     :  2MHz(2 Mbit/s) input sync. Signals  

T4     :  2MHz (2 Mbit/s) output sync. Signals  

T1     :   2 Mhz derived from STM-N 

T2     :   2 MHz derived from 2 Mbit/s 

T0     :   2 MHz station clock  

SETS: SDH Equipment Timing Source 

 Using the T1-T4 link allows to synchronize the SEC from the 
SSU without any risk of timing loop  
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Hierarchical  Master-slave solutions 

ÂEasy and robust architecture, no timing loop 

ÂMay lead to long chains of clocks 

PRC

SSU SSU SSU

SSUSSU

:Network nodes, areas of intra-node synchronisation distribution (examples)

: SEC

:Transport network, areas of inter-node synchronisation distribution (examples)

SSU

Main synchronisation paths (normal  operation)

Standby synchronisation paths 
Pat hs w it hout  ar r ow s m ay be used in ei t her  di r ect i on,  depending on t he f ai lur e sit uat ion 

U nder  f ai lur e sit uat ions t he dir ect i on indicat ed by t he ar r ow  m ay be r ever sed 
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Distributed architecture 

 Example with use of GPS receivers 

ÂShort chain of clocks 

ÂHigh number of GPS receivers 
Radio distributed PRC, e.g. GPS satelli te system

PRC

RX

RX RX

RX
: Receiver for synchronisation reference signal

SSU SSU SSU

SSUSSU

: SEC

SSURX

RX

RX



All rights reserved © 2005, Alcatel ITSF / 14 November 2006 

Page 10 

Hybrid solutions 

 Each of the 2 architectures, centralised and distributed has 
its own drawbacks, and most operators are optimising their 
synchronization network with a mix of both architectures. 

PRC

SSU SSU SSU

SSUSSU

: SEC

SSU

RX

RX

RX

1

2
3

12

3

12

1,2,3: Priorities

Main synchronisation paths (normal  operation)

Standby synchronisation paths 

Paths without arrows may be used in ei ther di rection, depending on the fai lure situation 

Under fai lure situations the direction indicated by the arrows may be reversed 
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SSM and synchronisation protection 

 SSM purpose 
·Provide timing traceability 

·Indicate the Quality Level of the source of synchronization 

 SSM definition 
·A 4 bit code located in S1 byte of STM-N frame 

 SSM application 
·Generates a DNU code to prevent timing loop 

ïIn linear chains and rings and combination of them 

ïIn meshed networks with some restrictions 

·Provide desynchronisation detection 

 
G.811 G.811 G.811 

SEC SEC 

G.811 source 

DNU DNU 
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Generalisation of SSM 
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Synchronisation of the E1 layer in SDH 

ÅWhen SDH is the sync layer 

Å E1 is floating within the SDH frame through an  asynchronous 
mapping  

ÅE1 is inappropriate to transport synchronization due to VC12 PJE 
 

Sync ref 

SDH network 
Digital 

switch 

Digital 

switch 

2 Mbit/s 
2 Mbit/s 

Synchro? Synchro? 

ÅSolutions 

ÅProvide a 2 Mhz/2 Mbit rom an SSU if the digital switch has  

 a synchronisation port 

ÅImplement a retiming function with the 2 Mbit/s desynchroniser 
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Synchronisation of the E1 layer: SDH NE 
retiming 

The retiming function  is basically a buffer in which a 2 Mbit/s signal is 
entered with its own clock and which is extracted with the SDH clock of 
the SDH NE. Note that retiming is also implemented in some SSUs. 

·This allows to deliver a network synchronization quality to the 2 Mbit/s 
and get rid of phase jumps caused by VC12 PJE  

·This must be used only on synchronized 2 Mbit/s, otherwise bits will be 
periodically lost in the buffer 

Low pass filter 

desynchroniser retiming 

buffer VC12 data 

VC12 clock 2 Mbit clock 

2 Mbit data 

Output clock (locked to SDH clock) 

2 Mbit/s 

(functional representation) 


